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Audience Knowledge

• Oracle8i Experience ?
• Oracle9i Experience ?
• Oracle9i RAC Experience?
• Oracle10g Experience?
• Oracle10g Grid Control Experience?

• Goals
– Overview of Tuning and Oracle 10g Grid
– Focus on a few nice grid features of Oracle 10g 

• Non-Goals
– Learn ALL aspects of Tuning Oracle 10g

– Learn how to install/manage RAC/Grid
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Overview

• The Basics, Oracle & Market Direction
• RAC, Grid Basics and Scaling it All 
• Tuning the Interconnect & using Statspack/AWR
• Grid Control Basics, Multi-Node & Tuning
• Other quick Tips
• Availability thoughts
• Summary



Tip #1
Know the Basics – OPS and early Clusters
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Introduction to RAC

• IBM drove the Shared Nothing Architecture in its 
cluster solution.

• Others that use this*:
– Teradata
– Netezza
– Google

* Wikipedia
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Introduction to RAC

• Shared nothing architecture uses data partitioning where 
each server has independent memory and disk 
architectures 

• The problems are:
– Loss of a node loses that nodes data
– Adding a node means the database must be re-organized
– Backups are complex 
– Suffers from convoy effect (only as fast as the slowest member)
– Requires complex two-phase commit architecture for 

referential integrity (similar to Oracle6)
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Introduction to RAC

• Federated Databases (Microsoft based Architecture)
• Similar to shared-nothing
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Introduction to RAC

– Federated allows some limited failover capability
– Failover increases the load to the designated failover 

server
– Instead of data partitioning, each node maintains a 

copy of the entire database (similar to Oracle7)
– The databases are kept synchronized with complex 

data N-way replication architectures
– Has same limitations as shared-nothing for referential 

integrity
– Note: Microsoft also has a shared-nothing approach.



Introduction to RAC

• Start small, grow incrementally
• Scalable AND highly available
• NO downtime to add servers and disk
• OPS was the beginning in Oracle6 for Digital only.  In Oracle8i 

it was expanded to other platforms.  OPS was 95% rewritten to 
RAC in Oracle9i & expanded for Grid Computing in 10g.
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Introduction to RAC

• Cache fusion:
– Implemented through the high speed cluster 

interconnect that runs between the servers. 
– Each instance in Oracle RAC is independent, it uses 

its own shared memory area, its own processes and 
redo logs etc. 

– Cache fusion unites these shared memory structures 
such that block images are rapidly transferred from 
one shard memory area to another through the high 
speed interconnect

– The virtual shared area is the sum of the individual 
areas.



Introduction to RAC 
Shared Data Model
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Tip #2
Know the Oracle
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Oracle Firsts – Innovation!

1979 First commercial SQL relational database management system
1983 First 32-bit mode RDBMS
1984 First database with read consistency
1987 First client-server database
1988 First RDBMS with SMP support
1994 First commercial and multilevel secure database evaluations
1995 First 64-bit mode RDBMS
1996 First to break the 30,000 TPC-C barrier
1997 First Web database
1998 First Database - Native Java Support; Breaks 100,000 TPC-C
1998 First Commercial RDBMS ported to Linux
2000 First database with XML
2001 First middle-tier database cache
2001 First RDBMS with Real Application Clusters
2004 First True Grid Database
2005 First FREE Oracle Database (10g Express Edition) 
2006 First Oracle Unbreakable LINUX Support



Tip #3
Know the Market Direction – Consolidation!

“I think there is a world market for maybe 5 computers.”  
- Thomas Watson, IBM Chairman ‘43
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IntranetIntranet InternetInternet

The problem with hardware and 
system infrastructure

• Islands of Data
• Low utilization of server 

CPU’s 
– Dedicated to an application
– Utilization often less than 

20%
• Low utilization of storage

– Tied to server
– Utilization often less than 

50%
• Too much labor
• Slow application provisioning

ApplicationsApplications

Web Web 
PagesPages

FilesFiles

DataData

AccessAccess

WebWeb

DataData
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The Future ….
Manage end to end

StorageStorage
PoolPool

Storage VirtualizationStorage Virtualization

ServerServer
PoolPool

Processor VirtualizationProcessor Virtualization
Service FrameworkService Framework

Web ServicesWeb Services

IntranetIntranet InternetInternet

Data ManagementData Management
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How Oracle saved $1B:
CONSOLIDATION! & Process

Process
$750M

Technology
$200M

People 
$50M
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Operating Margin Improvement 
Trailing 12 Month Operating Margin Trend

FY 2000 FY 2001

Note: Oracle Corporation - Ending November 2002

FY 2002 Q103 Q203

Operating Margin for 
most recent quarter: 
34.09% (31-AUG-06)



Future Goal is to do this for Others:

Not to be confused with…
Fusion Middleware Acquisitions:
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Why Linux Helps RAC/Grid?

• Performance via Grid
• Availability via Grid
• Stability via Grid
• Security via Oracle
• Cost Savings via Smaller Servers (Grid)

• Larry says so:
– Companies start building, supporting 

and creating once Larry charts a 
bend in the road.
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Commercial Linux Database 
Market 2002

IBM (58%)

Other 
(3%)

Oracle 
(39%)Source: Gartner, May 2005
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Commercial Linux Database 
Market 2003

IBM (27%)

Other 
(4%)

Oracle 
(69%)

Source: Gartner, May 2005



23

Commercial Linux Database 
Market 2004

Oracle 
(81%)

Other 
(3%)

IBM (16%)

Source: Gartner, May 2005
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Oracle Sales Market 2003/2004
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Records in Top 10 – TPC-H
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“Forrester estimates that there are more than 1,200 customers who
are currently using RAC in production, and this is likely to 
double in the next 12-18 months…”

- Forrester, Oracle RAC Gains Momentum - 9/15/05

Tip #4: Grid Basics – Start with RAC
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Protect from SERVER failures

Server 1
Instance ‘A’

Server 2
Instance ‘A’

Real Application Clusters

SERVER failure - your database remains available 

DatabaseDatabase
‘A’‘A’



Oracle9i Database Clusters

• Start small, grow incrementally
• Scalable AND highly available
• NO downtime to add servers and disk
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Real Applications Clusters - Cache Fusion

1. User1 queries data

2. User2 queries same 
data - via interconnect
with no disc I/O

3. User1 updates a 
row of data and 
commits

4. User2 wants to update 
same block of data –
10g keeps data 
concurrency via
interconnect

UNIX/Win2000 Node2

RAM

Disk Array
User1 User2

inter

connect

RAM

UNIX/Win2000 Node1

10G10G
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“The best thing about the Grid is that it is 
unstoppable.”

The Economist
June 2001

Tip #5: Grid Basics – Scaling it
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RAC Architecture

Oracle9i RAC Scalability
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RAC Architecture

HPUX RAC Scale Factor
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Amazon.com Data Warehouse

• 25 TB database
– 15 TB row data

• 9iR2 using one Oracle Cluster File System 
per storage array

• Services 50,000 complex queries per week
– 2 to 3 gigabyte (byte, not bit) per second 

table scan throughput
• Listed in top ten (6th) largest Warehouses in 

2005 Winter Survey and only RAC system.
– In 2003, Amazon was #5 with 13T.
– Yahoo was #1 in 2005 with 100T of data 

(triple the #1 of 2003) and they had 385 
trillion rows on Oracle!

– Teradata had 4 of the Top 10 databases in 
the 2003 survey, yet has zero in the 2005 
survey

16 Node RAC Linux Cluster
4 CPUs per Node

Switch Switch Switch
8 SAN switches, 32 port each

68 Arrays
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An attempt at 8+ Gbytes per second of I/O

Note: These 5 slides from Oracle Open World presentation “Using Oracle RAC and 
ASM to enable scaling on Linux with low cost storage” by Amazon’s Grant McAlister 
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Issues

• Too many filesystems
– 68 arrays (2 luns ea.) results in 136 filesystems.
– To get an even I/O across arrays needed a datafile for every tablespace on 

each filesystem.
– Takes over 30 minutes to mount all the filesystems on a host reboot

• Too many datafiles
– This resulted in thousands of datafiles that caused major management and 

performance issues

• Not performing to design
– At first they used no async IO on OCFS 1.0 limited the throughput of 

cluster to 3 Gbytes of IO per second.  Once we got to OCFS 1.0.14 and 
async I/O the throughput almost doubled to 5 Gbytes per second
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Scale it out to 16+ Gbytes per second of I/O
Amazon moves to 10g on ASM



39

Write Caches = Redo Performance

• Write cache
– A fast array with write caching can do 0.5 ms average writes vs

6 ms for a non cached write
– Write speed causes issues when writing redo slowing commit.

• Some items that can affect your write times
– Internal array mirroring
– They used faster Controllers & mirrored them (doubled IOPS)

• ASM
– ASM allowed them to use BIGFILE tablespaces which cut 

datafiles < 100
– No slow reboots due to mounting



Tip #6
Tune the Interconnect
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Normal database Tuning and Monitoring

– Prior to tuning RAC specific operations, each 
instance should be tuned separately.

• APPLICATION Tuning (Fix the SQL fixes everything)
• DATABASE Tuning (Bad setup = Bad performance)
• OS Tuning (Bad setup = Bad performance)

You can begin tuning RAC
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Tuning the RAC Cluster Interconnect
High GCS Time Per Request

– Problem Indicators:
• High Transfer Time
• One node showing excessive transfer time

– Use OS commands to verify cluster interconnects are 
functioning correctly.

– Contention for blocks: Modify the object to reduce 
the chances for application contention.

• Reduce the number of rows per block
• Adjust the block size to a smaller block size
• Modify INITRANS and FREELISTS



Tip #7
Use Statspack & AWR to Tune RAC
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Statspack/AWR – Check Regularly

1. Top 5 wait events
2. Load Profile
3. Instance Efficiency Hit Ratios
4. Wait Events / Wait Event Histograms
5. Latch Waits 
6. Top SQL
7. Instance Activity / Time Model Stats / O/S Stats
8. File I/O / File Read Histogram / Undo Stats
9. Memory Allocation
10. Undo
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Tuning the RAC Cluster Interconnect
Using STATSPACK Reports

– The STATSPACK report show statistics ONLY for 
the node or instance on which it was run.

– Run statspack.snap procedure and 
spreport.sql script on each node you want to 
monitor to compare to other instances.

– In 10g you can still use statspack or you can also use 
the new AWR Report.
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Tuning the RAC Cluster Interconnect
Using STATSPACK Reports

• Top 5 Timed Events

Top 5 Timed Events
~~~~~~~~~~~~~~~~~~                                              % Total
Event                                               Waits    Time (s) Ela Time
-------------------------------------------- ------------ ----------- --------
global cache cr request                               820       154    72.50
CPU time                                                        54    25.34
global cache null to x                                478       1      .52
control file sequential read                          600       1      .52
control file parallel write                           141       1      .28

-------------------------------------------------------------

Exceeds CPU time, 
therefore needs 
investigation.CPU time (processing 

time) should be the 
predominant event

- Transfer times are excessive from other instances in this cluster to 
this instance.

- Could be due to network problems or buffer cache sizing issues.
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Tuning the RAC Cluster Interconnect
Using STATSPACK Reports

• Network changes were made
• An index was added
• STATSPACK report now looks like this:

Top 5 Timed Events
~~~~~~~~~~~~~~~~~~                                              % Total
Event                                               Waits    Time (s) Ela Time
-------------------------------------------- ------------ ----------- --------
CPU time                                                        99    64.87
global cache null to x                              1,655       28    18.43
enqueue                                                46       8     5.12
global cache busy                                     104       7     4.73
DFS lock handle                                        38       2     1.64

CPU time is now the 
predominant event
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Tuning the RAC Cluster Interconnect
Using STATSPACK Reports

– Workload characteristics for this instance after changes:
Cluster Statistics for DB: DB2  Instance: INST1

Global Cache Service - Workload Characteristics
-----------------------------------------------
Ave global cache get time (ms):                            3.1
Ave global cache convert time (ms):                        3.2
Ave build time for CR block (ms):                          0.2
Ave flush time for CR block (ms):                          0.0
Ave send time for CR block (ms):                           1.0
Ave time to process CR block request (ms):                 1.3
Ave receive time for CR block (ms):                       17.2
Ave pin time for current block (ms):                       0.2
Ave flush time for current block (ms):                     0.0
Ave send time for current block (ms):                      0.9
Ave time to process current block request (ms):            1.1
Ave receive time for current block (ms):                   3.1
Global cache hit ratio:                                    1.7
Ratio of current block defers:                             0.0
% of messages sent for buffer gets:                        1.4
% of remote buffer gets:                                   1.1
Ratio of I/O for coherence:                                8.7
Ratio of local vs remote work:                             0.6
Ratio of fusion vs physical writes:                        1.0

8.2
16.0
1.5
6.0
0.9
8.5

18.3
13.7
3.9
0.8

18.4
17.4
2.5
0.2
2.2
1.6
2.9
0.5
0.0

Before  network and 
index changes.
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Tuning the RAC Cluster Interconnect
Using AWR Reports (FYI Only)
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Tuning the RAC Cluster Interconnect
Using AWR Reports (FYI Only)
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Tuning the RAC Cluster Interconnect
Using STATSPACK Reports

– Guidelines for interconnect statistics:
• All times should be < 15ms

– High values could indicate possible network or 
memory problems

– Could also be caused by application locking issues
– May need to review the enqueue section of 

STATSPACK or AWR report for further analysis.
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AWR – High Insert: ITL Issues 



Tip #8
Use Grid Control
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Host and 
Hardware

Enterprise Manager for the Grid
Grid Control

Database

Oracle9iAS

Storage

Network and 
Load Balancer

Applications

Administration
Monitoring

Provisioning
Security

Enterprise
Manager
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Grid Control 10gR2:
Monitor All Targets

Monitor 
Targets… 
are they 
up?

Target 
Alerts
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Grid Control 10gR2:
See the Specific Hosts

Click on  
Targets 
Tab...

See the 
Specific 
HOSTS
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Grid Control 10gR2:
See the Specific Databases

Still on  
Targets 
Tab...

See a 
Specific 
Database

Cluster 
Database
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Grid Control 10gR2:
View the Topology

One node
is 
UP

One node
is 
DOWN
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Grid Control 10gR2:
Look at all Systems

Monitor 
Systems 
and their 
members



60

Grid Control 10gR2:
Click on a Specific System

Click on   
the 
PetStore
System

Check 
all 
changes 
made 
and 
Alerts
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Grid Control 10gR2:
Specific System – Chart Tab

Click on 
Charts to 
see  
further 
details

Launch 
Dashboard 
(See next 
slide)



62

Grid Control 10gR2:
Specific System – Dashboard

Dashboard 
for the 
PetStore
system & 
Targets

Alerts
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Grid Control 10gR2:
Specific System – Topology

Target 
Alerts

Click on 
Topology 
to see  
further 
details
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Grid Control 10gR2:
Specific Groups

Now 
move to 
Groups

Many 
more 
Changes
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Grid Control 10gR2:
All Targets – Specific DB

Monitor 
DB and   
all core
Info.

Click on 
Policy 
Trends 
(See next 
slide)
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Grid Control 10gR2:
Specific DB – Policy Trends

Policy 
Trend 
Overview 
shows 
Violations 
and 
Severity
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Grid Control 10gR2:
Policies – All Violations

Click on 
Policies 
Tab & 
Search 
Violations

Specific 
Violation
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Grid Control 10gR2:
Deployments

Check 
Deployments 
and Patches

Check all 
Installations 
& Summary 
of Patches



Tip #9
Use Grid Control for Multi-Node Systems
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10g RAC Enhancements

• GRID Control
– Allows for RAC instance startup, shutdown
– Allows for RAC instance creation
– Allows for resource reallocation based on SLAs
– Allows for automatic provisioning when used with 

RAC, ASM and Linux 
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Monitor Clusters 

Monitor 
4-Node 
IOUG 
Cluster

Check 
Alerts & 
Policy 
Issues
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Monitor Clusters:
Interconnect

Check the 
Inter-
connects

All 
Nodes 
listed 
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Monitor Clusters:
Topology

View the 
Cluster 
Topology

Look at 
the 4 
Listeners



74

Monitor Clusters:
Databases

Go to the 
Database 
Screen for 
the 
Cluster

Check 
CPU, 
Sessions 
& Alerts
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Monitor Clusters:
Global Block Transfers

Check 
Performance

Check the 
Transfer 
of Blocks



Tip #10
Use Grid Control for Tuning Systems
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• Aware
– Self-monitoring

• Proactive
– Automatic tasks
– Proactive alerts

• Intelligent
– Self-diagnosing
– Self-tuning

Workload
Repository

Alerts &
Advisories

Automatic
Tasks

Oracle 10g Database
Self-Managing Intelligent Infrastructure
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Tune Specific Database

Monitor 
Specific 
Database

CPU 
Issues 
and User 
Waits!
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Tune Specific Database 
(long page continued... )

Performance
Analysis –
CPU Issue
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Tune Specific Database:
Click on Performance

Click on
Perf. Tab

CPU & 
Application 
Issues
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Tune Specific Database:
Click on Performance (cont.)

Links to 
Top SQL

Advisor 
Central 
& Other
Quick 
Links
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Tune Specific Database:
Click on Top Activity

Drill into 
the Top 
Resource 
Hogs.

Worst 
SQL to 
Tune!
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Tune Specific Database:
Go To Advisor Central (ADDM)

Pick a 
problem 
time.

Analyze 
Problem;
Click 
Here 
(next 
slide)
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Tune Specific Database:
Run ADDM

Main 
Finding

Details 
and Top 
SQL

Parsing
Issue
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Tune Specific Database:
Advisor: SQL Tuning Set

Run SQL 
Tuning 
Set

Results 
for worst 
queries
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Tune Specific Database:
View Recommendations – Query1

Problem 
Query

Use the 
Profile: 
to Help 
99%!

Compare
Xplan



87

Tune Specific Database:
Compare Explain Plans

New 
Xplan

Old 
Xplan
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Tune Specific Database:
View Recommendations – Query2

Second 
worst 
SQL to 
Tune

Fix by 
collecting 
statistics
Or
Rewrite
SQL
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Tune Specific Database:
ADDM Finding/Fix - Parse Issue

Problem: 
Not using 
bind 
variables

Fix for 
entire 
database 
or SQL
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Tune Specific Database:
Problem Fixed - Nice Improvement

Quick 
Impact on 
Host CPU 
and on 
Users
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Tune Specific Query:
Problem Fixed - Query Improvement

Worst 
Query1: 
Shows 
Huge 
Benefit
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Tune Specific Query:
View Plan - Query Improvement

Worst 
Query2: 
Example 
Plan Tree
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Tune Specific Query:
Problem Fixed – Query Advice Tracked

Query1:
Check the 
Tuning 
Info.
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3rd party – Tuning with Toad
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3rd party – Indepth Oracle
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3rd party – Indepth Oracle



Tip #11
Where does ASM Fit?
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Grid Control – 10gR2; 
A Look at ASM



Tip #12
Use all parts of Oracle for High Availability Grids
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Oracle10g Database - ensures business 
information is always available

System System 
FailuresFailures

Data FailuresData Failures
& Disasters& Disasters

Human    Human    
ErrorsErrors

Grid ControlGrid Control
Continuous Availability for all ApplicationsContinuous Availability for all Applications

Data GuardData Guard
Guaranteed Zero Data LossGuaranteed Zero Data Loss

Flashback EverythingFlashback Everything
Enable Users to Correct their MistakesEnable Users to Correct their Mistakes

SystemSystem
MaintenanceMaintenance

Database Database 
MaintenanceMaintenance

Dynamic ReconfigurationDynamic Reconfiguration
Capacity on Demand without InterruptionCapacity on Demand without Interruption

Online RedefinitionOnline Redefinition
Adapt to Change OnlineAdapt to Change Online

UnplannedUnplanned
DowntimeDowntime

PlannedPlanned
DowntimeDowntime

Storage Storage 
FailuresFailures

ASM MirroringASM Mirroring
Storage Failure ProtectionStorage Failure Protection
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High Availability Spectrum

Hours-to-Minutes Minutes-to-Seconds Seconds-to-0

Systems Management

Single Site Multi-Site

Single System Configuration Local Clusters Distributed
Clusters

System 
Hardware

(ECC, Hot Plug & 
Redundant power, 

Cooling, PPM’s
Hot Plug PCI)

Increased Data
Availability

Mirroring, RAID:
Smart

Controllers & 
Storage

Subsystems

Fault
Recoverability
1st Generation

Individual System
Image Clusters,

Cluster Software,
Fail over,
Shared 

Resources

Scalable/Parallel,
2nd Generation
Single System 
Image Clusters,
Fault Tolerance

Parallel
Databases,

Cluster Aware 
Applications

Wide Area
Clusters,

Geographic 
Distribution,

Database 
Replication,
Transaction

Routing

99.0% 100.0%99.9% 99.99% 99.999%
Normal 

Commercial 
Availability

High
Availability

Fault Resilient
Clusters/Fail over

Fault
Tolerant

Continuous
Processing

88 Hours
per year

8 Hours
per year

60 Minutes
per year

5 Minutes
per year

0 Minutes
per year
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Grid Control – 10gR2; 
Host Availability & Quick Looks!
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Grid Control – 10gR2; 
Many more Options!
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Grid Control – 10gR2; 
Cluster/Instance Performance
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Grid Control – 10gR2; 
Check the Interconnect
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Grid Control – 10gR2; 
Performance by Specific Waits
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Grid Control – 10gR2; 
Performance by Specific Waits
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Grid Control – 10gR2; 
Cluster/Instance – Waits/Query!



110

10gR2 for the Grid; 
Cluster CPU by Instance
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Grid Control – 10gR2; 
Tablespace – Extent Map is Back!
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Grid Control – 10gR2; 
Run the AWR Report
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• 1000 Internets (8P each)
or
• 400,000 Libraries of Congress 

(20T each and 17-18 million books in each)
or
• 8 Billion Movies on CD (1 G each)
or
• 8 Billion Pickup Trucks of Documents (1G each)
or
• 1 Mount Everest filled with Documents (approx.)
or
•Every piece of data produced each year (2E-5.6E)

8 Exabytes:
Look what fits in one 10g Database!



Summary

Thanks for Coming!

• The Basics, Oracle & Market Direction
• RAC, Grid Basics and Scaling it All 
• Tuning the Interconnect & using Statspack/AWR
• Grid Control Basics, Multi-Node & Tuning
• Other quick Tips
• Availability thoughts
• Summary



115

TUSC Services

• Oracle Technical Solutions
– Full-Life Cycle Development Projects
– Enterprise Architecture
– Database Services

• Oracle Application Solutions
– Oracle Applications Implementations/Upgrades 
– Oracle Applications Tuning

• Managed Services
– 24x7x365 Remote Monitoring & Management
– Functional & Technical Support

• Training & Mentoring
• Oracle Authorized Reseller
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www.tusc.com

“Success usually comes to those that are too busy 
to be looking for it.”  

- Henry David Thoreau 
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Oracle Corporation – 25th+ Anniversary
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Save the Date!

April 15 - 19, 2007
Mandalay Bay Resort and Casino
Las Vegas, Nevada
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For More Information

• www.tusc.com
• Oracle9i Performance 

Tuning Tips & 
Techniques; Richard J. 
Niemiec; Oracle Press 
(May 2003)

• Oracle 10g Tuning 
(Early 2007)

“If you are going through hell, keep going” - Churchill



“The strength of the team is each individual 
member…the strength of each member is the 
team.”

--Phil Jackson

Get good Information:
Your Team extends to TUSC!
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