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Randy Cook 
18+ years as an Oracle Database Animal Trainer 

– It has always been about fighting the IO 
  

 

 

First 11 in the Denver/Boulder area  as a consultant learning how to be a 

DBA  

 

Next 5 around the country as a tuning specialist and architect with TUSC  

 

Last 2+ with Violin Memory spreading the word of flash around the world 



Agenda 

• Flash – what, where, why, how 

 

• Identifying the IO Bottleneck 

 

• Adopting a New Paradigm 



What is Flash??? 

• It’s NOT DRAM 

• Solid State Persistent Storage 

• Invented by Dr. Fujio Masouka in 1980 while 

working for Toshiba 



It’s Everywhere !! 
65% of all NAND Flash Manufactured by 

Toshiba and Samsung* 

* http://www.dramexchange.com/WEEKLYRESEARCH/Post/2/3121.html 

http://vimeo.com/toshiba/nand-flash-deprevation-247 
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The Nomenclature 
 IOPS 

Latency 
Bandwidth 



Quiz Time 
1) Web based booking system. 100,000 

transactions per second… 

 

2) Decision Support System for the COO. 

How many tennis balls did we sell last 

quarter? 

OR 

IOPS 

Bandwidth 



HDD Storage 

8ms latency 

 

Total latency =  

seek time + rotational latency 

Flash Storage 

0.15ms latency 

I/O Bound Apps 
100K IOPS per CPU 

Oracle 

SQL Server 

Exchange 

Etc… 
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Over 50 IO in the 

same amount of time 

Visualizing Latency 



Moore’s Law 
The observation that over the 

history of computing hardware, 

the number of transistors on 

integrated circuits doubles 

approximately every two years. 

 
Intel Co-Founder, Gordon E. Moore 



SLC versus MLC 
SLC – Single Level Cell 

Faster Write Speeds  = High Performance 

Higher Cell Endurance  100,000 program/erase cycles per cell 

Lower Power Consumption 

= 

A good fit for databases, embedded systems, critical applications 

 

One bit per cell = More $$$/GB 

 

 

MLC – Multi-Level Cell 
Two bits per cell = High Capacity = More GB/$$$ 

 

Lower write speeds 

Lower cell endurance  10,000 program/erase cycles per cell 

Higher Power Consumption 

= 

A good fit for static data. Not suggested for applications which require frequent update 

of data. 

 

 

Note – eMLC is MLC designed for lower error rates at an even 

higher cost to performance. 



Multi-core 

CPU 
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Latency Comparison 
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PCI Cards and Arrays 



Identifying the Bottleneck 
Are we CPU or IO bound? 



The SAR Report [root@tme-2svr ~]# sar -u 

%iowait --- Bingo !! 



The AWR Report 
IO Indicators to look for in Four Easy Steps 

Physical !! 

Look for  

the I/O !! 

Latency 



Before and after Flash 
Before After 



Adopting a new Paradigm 



Taking the Governor off Auto DOP  

within Oracle 

DBMS_RESOURCE_MANAGER.CALIBRATE_IO  

SELECT * FROM resource_io_calibrate$; 

Per Process maximum throughput in 

MB/sec 

The larger the  

number, the less  

the CBO wants  

to parallelize. 



Oracle Installation Differences to be 

Aware of 

11gR2 ASM  

4k sector disk groups 

11gR2 RDBMS  

Online Redo Logs with  

4k blocksize files 



The POC 

Keep it REAL !!!  

 

Change Your Paradigm 

 

Fast Storage does not always fix BAD 

CODE 

 

Fast Storage can Amplify Bad Architecture 



Evolution 



Questions? 

Comments? 



THANK YOU 
rcook@vmem.com 


